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1
ADAPTIVE RECOMMENDATION SYSTEM

BACKGROUND

Content recommendations offer an effective mechanism
for introducing new content to a potential customer. Typi-
cally, the recommended content is chosen based on the cus-
tomer’s purchasing history. The format and manner in which
the recommended content is presented tends to be similar for
all customers.

SUMMARY

This Summary is provided to introduce a selection of con-
cepts in a simplified form that are further described below in
the Detailed Description. This Summary is not intended to
identify key features or essential features of the claimed sub-
ject matter, nor is it intended to be used to limit the scope of
the claimed subject matter. Furthermore, the claimed subject
matter is not limited to implementations that solve any or all
disadvantages noted in any part of this disclosure.

A content recommendation system is presented. The sys-
tem dynamically tracks a list interaction history of a user,
which details that user’s interactions with a plurality of dif-
ferent lists presenting different recommended items to that
user. The system automatically correlates one or more list
preferences with that user based on the list interaction history,
and builds a recommendation list with a plurality of candidate
items having different recommendation confidences. The rec-
ommendation list is built such that each candidate item with
a higher recommendation confidence is prioritized over each
candidate item with a lower recommendation confidence
according to the one or more list preferences correlated to that
user.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 schematically shows a recommendation system
according to an embodiment of the present disclosure.

FIG. 2 is a flow chart illustrating a method for building a
recommendation list using a recommendation system accord-
ing to an embodiment of the present disclosure.

FIGS. 3-5 show various embodiments of an example rec-
ommendation list according to the present disclosure.

FIGS. 6 A-6C show example recommendation lists accord-
ing to an embodiment of the present disclosure.

FIG. 7 schematically shows a computing system in accor-
dance with embodiments of the present disclosure.

DETAILED DESCRIPTION

Current recommendation systems attempt to predict a
user’s taste using a variety of filters, typically based on the
features of the content that user has previously selected (e.g.,
genre, author, director, actor, etc.) and/or the selections pre-
viously made by similar users, such as in the case of collabo-
rative filter based recommendations. However, the user’s
behavior when interacting with a list of recommended items
is typically not considered apart from the actual content of the
recommended items. As described below, the way in which
the user has previously interacted with the specific presenta-
tion of recommended items, divorced from the actual content
of the recommended items, may form a basis for how subse-
quent user-specific content recommendations are presented
to the user. In other words, the presentation of a set of candi-
date recommended items to a user can be tailored based on the
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way that user has interacted with various presentations of
recommended items in the past.

Turning to FIG. 1, an example recommendation system
100 is shown. Recommendation system 100 may build a
user-specific recommendation list for presentation to the user.
The recommendation system includes a recommender 102
that may use a variety of inputs and filters to determine
candidate content items to recommend to the user. Addition-
ally, the recommendation system 100 includes one or more
view adapters 104 (e.g., view adapter 1, view adapter 2, . . .,
view adapter N) to determine the manner in which the content
is presented to the user. Simplified example recommendation
lists are shown in and described in more detail with respect to
FIGS. 3-5 and FIGS. 6A-6C.

Recommended items may be selected from a content cata-
logue 106. The content catalogue 106 may be a user-nonspe-
cific database of content items available for the user to pur-
chase or view. The items contained within the content
catalogue 106 may be tagged with various features including
type of content, genre of content, user ratings of the items, etc.
While the embodiment shown in FIG. 1 depicts a single
content catalogue 106, multiple content catalogues may be
used. For example, in some embodiments, different content
catalogues may contain different types of content.

The content catalogue 106 may track purchases and ratings
of the content items by all users. The content catalogue 106
may use the tracked information to rank the content items
according to popularity. Thus, the content catalogue 106 pro-
vides a listing of the content items tagged by various features
including popularity. The recommender 102 may use the
content listings as well as the features tags when assembling
the user-specific recommendation list, as will be described in
more detail below.

The recommender 102 may also receive user-specific input
from a social graphs database 108. The social graphs database
108 may include the purchasing and ratings histories of
friends of the user. These histories may be used by the rec-
ommender 102 when assembling the user-specific recom-
mendation list. Additionally, the recommender 102 may
receive auxiliary information 110, such as the type of device
the recommendation list will be viewed on, and use the infor-
mation when compiling the recommendation list.

A user history 112 may also provide user-specific input to
the recommender 102. The user history 112 may track and
compile various details about user engagement with content
items. For example, the user history 112 may track user
activities 114. User activities 114 may include purchases of
content by the user, ratings of content by the user, views of
content by the user, etc. Additionally, user history 112 may
include user preferences 116. User preferences 116 may
detail content-specific factors that the user prefers, such as
preferred genres. User preferences 116 may also detail con-
tent-independent factors that the user prefers. These content-
independent factors may include various attributes of how the
recommendation list is presented to the user, such as the
length of the list, font of items within the list, amount of text
displayed along with the items, etc.

The user preferences 116 may be automatically determined
by user engagement with a plurality of recommendation lists
provided to the user. Each time a recommendation list is built
by the recommender 102 and view adapter 104, it is presented
to the user and user interaction with the list is tracked. Based
on this tracking, user list preferences can be automatically
determined without the user explicitly declaring any particu-
lar preference. In other words, the user preferences are
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inferred from the user’s actions. Additional detail about deter-
mining user preferences will be described with respect to
FIG. 2 below.

The recommender 102 may take the input from the content
catalogue 106, social graphs database 108, auxiliary informa-
tion 110, and user history 112 to determine a list of candidate
recommended items.

The candidate recommended items may include a “recom-
mended for you” subgroup, based on input from the user
history 112. To determine the candidate recommended items
from the user history 112, the recommender 102 may use a
features filter, wherein candidate items that are tagged with
features similar to features of items the user has previously
consumed are recommended. In another embodiment, the
recommendations may be determined by a collaborative fil-
ter, wherein candidate items consumed by other users similar
to the user (e.g. with similar purchasing and/or ratings histo-
ries) are recommended. Any suitable filter or algorithm may
be used to determine the recommended items.

Additionally, the recommended items may include a
“social” subgroup, based on input from the social graphs
database 108, or a “popular” subgroup, based on the popular-
ity tracking in the content catalogue 106. For example, the
items most highly rated or consumed by all friends of the user
may be included in the social subgroup. In other embodi-
ments, items highly rated or consumed by certain user-pre-
ferred friends may be part of the social subgroup.

The recommender 102 builds a list of candidate recom-
mendation items 118. The list of candidate recommendation
items 118 may include items from one or more of the above
described or other subgroups.

The recommender 102 supplies the candidate recommen-
dation items 118 to one or more view adapters 104. The view
adapters 104 are configured to format the content and layout
of the candidate recommendation items 118, or a subset
thereof, based on feedback from the user history 112, as
described in more detail below with respect to FIG. 2. Dif-
ferent view adapters, such as view adapter 1, view adapter 2,
and view adapter N, may be used with different users, as they
each may apply different user-specific logic in order to deter-
mine the format of the different recommendation lists. Dif-
ferent view adapters may also be used for the same user
viewing the recommendation list on different devices, so that
the recommended items can be presented to a specific user on
a specific device in a desired manner. Once the view adapter
104 has distributed the recommended items into the desired
formatted list, the recommendation list is presented to the
user.

Recommendation system 100 also includes a real-time
events processor 120 to provide real-time feedback to the
recommender 102 to continually update the recommendation
list based on user activities 114, user preferences 116, user
history 112, and any additional auxiliary information 110.

FIG. 2 shows a method 200 for optimizing a recommen-
dation list. Method 200 may be carried out by the recommen-
dation system 100. Method 200 comprises, at 202, building a
recommendation list. The recommendation list may include
candidate items recommended for the user. The candidate
items on the recommendation list may be chosen based on any
suitable mechanism. For example, as explained above with
regard to FIG. 1, recommended items may be determined by
input from the content catalogue 106, social graphs database
108, and/or user history 112, as nonlimiting examples.

Each candidate item may be assigned a recommendation
confidence at 204. The recommendation confidence may be
an indication of how likely the user is to view or purchase an
item. These recommendation confidences may be based on
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4

user history 112, social graphs database 108, content cata-
logue 106, and/or any other suitable factors. Any suitable
filter or algorithm may be used by a computing system to
determine the recommendation confidences.

The candidate items are distributed within the recommen-
dation list based on the recommendation confidences and/or
user list preferences at 206. When the recommendation list is
built for the first time, the candidate items may be presented
based on the recommendation confidences alone. In some
embodiments, there may be a default layout for the recom-
mendation list, and the items may be placed in the layout
according to the recommendation confidences. For example,
the default layout may include a ten-item list having one
column, and the candidate items may be distributed in
descending order so that the ten highest recommendation
confidence items are presented, and the higher recommenda-
tion confidence items are at the top of list. In other embodi-
ments, when the recommendation list is built for the first time,
the candidate items may be distributed randomly within the
list.

However, if the user has previously been presented with
one or more recommendation lists, the candidate items may
be distributed within the list based on user list preferences as
determined by user interaction with the previous lists. Dis-
tributing the candidate items based on user list preferences
will be discussed in more detail below.

Method 200 proceeds to 208 to present the recommenda-
tion list to the user. Then, at 210, method 200 comprises
determining user list preferences. Once the list has been pre-
sented to the user, the recommendation system is configured
to track all user engagement with the recommendation list.

A user list interaction history of the recommendation list is
tracked at 212. The user list interaction history details all user
interaction with the list. User interaction with the list may
include purchases of items on the list made by the user.
Further, the user interaction may include actions taken by the
user other than purchases. For example, the list may be pre-
sented on a display device of a computing system, and the
computing system may include a user input device, such as a
mouse. The user interaction history may detail all instances
where the user clicked on an item on the list with the mouse,
or all instances where the user hovered over and navigated
around the item using the mouse. Any actions taken by the
user that indicate a relative interaction with an item may be
detailed in the list history.

Based on the user interaction with the recommendation list,
list attributes of the recommendation list may be detailed at
214. It is important to note that aspects of the user interaction
other than the actual items with which the user is interacting
are detailed. That is, content-independent attributes of the
items with which the user interacts are tracked. For example,
the list attributes may include content-independent attributes
that define the layout, format, etc. of the recommended items
on the recommendation list. Example list attributes include
the size, font, and color of the item on a user interface, the
number of columns and subheadings on the list in which the
item is presented, whether the item includes a picture and/or
animation, the amount of textual information displayed on the
user interface along with the item, the length of the list in
which the item is presented, a relative position of the item
within the list in which the item is presented, whether the item
is from a “recommended for you” subgroup, from a “social”
subgroup, or from a “popular” subgroup, etc.

User preferences of the attributes are determined at 216
based on the list interaction history. For example, if the user
selects an item located on the bottom of the list, a user pref-
erence for selecting items located at the bottom of the list may
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be indicated. Again, it is to be noted that the manner in which
the user interacts with the list may be considered independent
of the contents of the list. In this way, it can be determined
how the presentation of the recommended items may be par-
ticularly tailored to a particular user on a particular device.

Determining the user preferences of the attributes based on
the history may be carried out by applying any suitable algo-
rithm or filter, referred to herein as “preference determination
logic”. In one embodiment, the preference determination
logic may include each type of user interaction with the list
being given a different weight, so that attributes of items that
were purchased are given a higher preference than attributes
of items that were hovered over, for example. In another
embodiment, each type of user interaction may be given the
same weight. In other embodiments, different list attributes
may be given different weights. Additionally, the type of
device the user is viewing the list on may factor into the
preference determination logic. For example, if the user is
viewing the recommendation list on a mobile device, a lower
weight may be given to attributes that might be difficult to
view on the device, such as pictures and animation.

In some embodiments, the preference determination logic
may be user-specific, wherein the recommendation system
applies different logic to different users, and can learn which
logic is most effective for each user based on subsequent list
interaction histories. The preference determination logic may
be used to automatically correlate one or more list prefer-
ences with a particular user based on that particular user’s list
interaction history.

Method 200 is iterative, and the user preferences deter-
mined at 210 can be considered when building a subsequent
recommendation list at 202. As explained above, the subse-
quent list may include candidate recommendation items that
have been given recommendation confidences at 204. These
candidate recommendation items may be distributed in the
list based on the recommendation confidences, and further
based on the user list preferences at 206. In other words, each
candidate item with a higher recommendation confidence
may be prioritized over each candidate item with a lower
recommendation confidence according to one or more list
preferences correlated to a particular user. A candidate item
having a relatively higher recommendation confidence than
another candidate item may be given list attributes towards
which the interaction history indicates that user has previ-
ously demonstrated relatively higher interaction. For
example, if it was determined at 216 that the user has a
preference for selecting items at the bottom of the list, the
recommendation item with the highest recommendation con-
fidence may be placed at the bottom of the recommendation
list. In this way, a recommendation list that is customized not
only for user-specific content but also for user-specific
attributes of the recommendation list itself, may be presented
to the user at 208.

Based on the new recommendation list presented to the
user, new or updated user list preferences may be determined
at 210, and used to build a subsequent recommendation list.
The building of the list, presentation to the user, and deter-
mining list preferences may be iteratively repeated to con-
tinually optimize the recommendation lists presented to the
user.

FIGS. 3-5 illustrate highly-simplified example recommen-
dation lists according to various embodiments of the present
disclosure. FIG. 3 illustrates a recommendation list 300 con-
taining six items, A-F, arranged in two columns, column 302
and column 304. Each item has a recommendation confidence
associated with it, indicated in the lower right corner as a
percentage, where 100% indicates the highest confidence and
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0% indicates the lowest confidence. The recommendation
confidences are displayed for example only, and may not be
visible to the user. Further, the confidences may be repre-
sented in any suitable way, such as from 0-10, 0-1, or in any
other suitable manner. Recommendation list 300 may be
compiled based on the recommendation confidences, such
that the highest confidence item is displayed at the top of the
list. FIG. 3 shows an ellipse 306 around item F, located at the
bottom of column 304, indicating a user is interacting with
item F (e.g., clicking on, hovering over, etc.).

FIG. 4 illustrates another recommendation list 400 that is
presented to the user. Recommendation list 400 contains six
items, G-L, arranged in two columns, 402 and 404. Similar to
FIG. 3, the recommendation items may be placed according
to their recommendation confidences. Ellipse 406 indicates
the user is interacting with item L, also located at the bottom
of column 404.

FIG. 5 illustrates another recommendation list 500 built
based on the recommendation confidences as well as user
preferences learned from the user selections of recommenda-
tion lists 300 and 400 illustrated in FIGS. 3 and 4. Recom-
mendation list 500 includes six items arranged in two col-
umns, 502 and 504. Based on lists 300 and 400, a user
preference for the bottom position of a right-side column has
been indicated. This preference is independent of the content
ofitems F and L, and is instead based on the location of those
items within the user interface. Accordingly, the highest con-
fidence item, item A, has been placed in the position for which
the user has previously demonstrated an interaction procliv-
ity. Additionally, other high-confidence items, such as items
B and H, have been placed nearby. Therefore, recommenda-
tion list 500 has been arranged based on user interaction with
lists 300 and 400.

FIGS. 6A-6C illustrate a simplified user interface 600
including three different recommendation areas, 602, 604,
and 606. Each area includes a different recommendation sub-
group. Area 602 includes a “Recommended For You” sub-
group, area 604 includes a social subgroup, “Liked by a
Friend,” and area 606 includes a “Most Popular” subgroup.
As canbe seenin FIGS. 6 A-6C, the number of items included
in each area may change over time based on user interaction
with the list. For example, in FIG. 6A, the “Recommended
For You” subgroup includes three items, while in FIGS. 6B
and 6C, based on an increased user interaction with that
subgroup, it has been expanded to include four items. Like-
wise, in FIGS. 6A and 6B, the “Most Popular” subgroup
includes three items but expands to four items in FIG. 6C. As
the “Liked by a Friend” subgroup has less user interaction
than the other subgroups, in FIG. 6C it contracts to only
include two items.

While these examples demonstrate that the number of
items in a group may change over time based on user inter-
action, it should be understood that other changes can addi-
tionally or alternatively be made. As another nonlimiting
example, if a user consistently chooses items recommended
by a particular friend, items recommended by that friend may
be promoted to a more prominent position in a group. As
another example, if a user consistently chooses items located
near the bottom of the display, the highest confidence items
may be positioned at the bottom of the display.

It is to be understood that the above example is simplified,
and more complex adaptations may be applied to lists and
layouts. In essence, each time a list is presented to a user an
experiment is performed to determine what promotes
increased interaction, and changes can be made to subsequent
lists based on such interactions. Depending on the prefer-
ences and proclivities demonstrated by the user, various
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aspects of the lists and layouts may be changed. Such changes
may be gradually made from one list to the next, to avoid
confronting the user with sudden changes that may be disori-
entating.

In some embodiments, the above described methods and
processes may be tied to a computing system including one or
more computers. In particular, the methods and processes
described herein may be implemented as a computer appli-
cation, computer service, computer APL, computer library,
and/or other computer program product.

FIG. 7 schematically shows a nonlimiting computing sys-
tem 700 that may perform one or more of the above described
methods and processes, or portions thereof. For example, the
recommender 102, view adapter 104, events processor 120,
and/or user history 112 of FIG. 1 may take the form of
computing system 700. Computing system 700 is shown in
simplified form. It is to be understood that virtually any com-
puter architecture may be used without departing from the
scope of this disclosure. In different embodiments, comput-
ing system 700 may take the form of a mainframe computer,
server computer, desktop computer, laptop computer, tablet
computer, home entertainment computer, network computing
device, mobile computing device, mobile communication
device, gaming device, etc.

Computing system 700 includes a logic subsystem 702 and
a data-holding subsystem 704. Computing system 700 may
optionally include a display subsystem 706, communication
subsystem 710, and/or other components not shown in FIG. 7.
Computing system 700 may also optionally include a user
input subsystem 708 including devices such as keyboards,
mice, game controllers, cameras, microphones, and/or touch
screens, for example. Input subsystem 708 may provide a user
various ways to interact with recommended items, as
described above.

Logic subsystem 702 may include one or more physical
devices configured to execute one or more instructions. For
example, the logic subsystem may be configured to execute
one or more instructions that are part of one or more applica-
tions, services, programs, routines, libraries, objects, compo-
nents, data structures, or other logical constructs. Such
instructions may be implemented to perform a task, imple-
ment a data type, transform the state of one or more devices,
or otherwise arrive at a desired result.

The logic subsystem may include one or more processors
that are configured to execute software instructions. Addi-
tionally or alternatively, the logic subsystem may include one
or more hardware or firmware logic machines configured to
execute hardware or firmware instructions. Processors of the
logic subsystem may be single core or multicore, and the
programs executed thereon may be configured for parallel or
distributed processing. The logic subsystem may optionally
include individual components that are distributed through-
out two or more devices, which may be remotely located
and/or configured for coordinated processing. One or more
aspects of the logic subsystem may be virtualized and
executed by remotely accessible networked computing
devices configured in a cloud computing configuration.

Data-holding subsystem 704 may include one or more
physical, non-transitory, devices configured to hold data and/
or instructions executable by the logic subsystem to imple-
ment the herein described methods and processes. When such
methods and processes are implemented, the state of data-
holding subsystem 704 may be transformed (e.g., to hold
different data).

Data-holding subsystem 704 may include removable
media and/or built-in devices. Data-holding subsystem 704
may include optical memory devices (e.g., CD, DVD, HD-
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DVD, Blu-Ray Disc, etc.), semiconductor memory devices
(e.g., RAM, EPROM, EEPROM, etc.) and/or magnetic
memory devices (e.g., hard disk drive, floppy disk drive, tape
drive, MRAM, etc.), among others. Data-holding subsystem
704 may include devices with one or more of the following
characteristics: volatile, nonvolatile, dynamic, static, read/
write, read-only, random access, sequential access, location
addressable, file addressable, and content addressable. In
some embodiments, logic subsystem 702 and data-holding
subsystem 704 may be integrated into one or more common
devices, such as an application specific integrated circuit or a
system on a chip.

FIG. 7 also shows an aspect of the data-holding subsystem
in the form of removable computer-readable storage media
712, which may be used to store and/or transfer data and/or
instructions executable to implement the herein described
methods and processes. Removable computer-readable stor-
age media 712 may take the form of CDs, DVDs, HD-DVDs,
Blu-Ray Discs, EEPROMs, and/or floppy disks, among oth-
ers.

It is to be appreciated that data-holding subsystem 704
includes one or more physical, non-transitory devices. In
contrast, in some embodiments aspects of the instructions
described herein may be propagated in a transitory fashion by
a pure signal (e.g., an electromagnetic signal, an optical sig-
nal, etc.) that is not held by a physical device for at least a
finite duration. Furthermore, data and/or other forms of infor-
mation pertaining to the present disclosure may be propa-
gated by a pure signal.

Theterms “module,” “program,” and “engine” may be used
to describe an aspect of computing system 700 that is imple-
mented to perform one or more particular functions. In some
cases, such a module, program, or engine may be instantiated
via logic subsystem 702 executing instructions held by data-
holding subsystem 704. It is to be understood that different
modules, programs, and/or engines may be instantiated from
the same application, service, code block, object, library,
routine, AP, function, etc. Likewise, the same module, pro-
gram, and/or engine may be instantiated by different applica-
tions, services, code blocks, objects, routines, APIs, func-
tions, etc. The terms “module,” “program,” and “engine” are
meant to encompass individual or groups of executable files,
data files, libraries, drivers, scripts, database records, etc.

Itis to be appreciated that a “service”, as used herein, may
be an application program executable across multiple user
sessions and available to one or more system components,
programs, and/or other services. In some implementations, a
service may run on a server responsive to a request from a
client.

When included, display subsystem 706 may be used to
present a visual representation of data held by data-holding
subsystem 704. As the herein described methods and pro-
cesses change the data held by the data-holding subsystem,
and thus transform the state of the data-holding subsystem,
the state of display subsystem 706 may likewise be trans-
formed to visually represent changes in the underlying data.
Display subsystem 706 may include one or more display
devices utilizing virtually any type of technology. Such dis-
play devices may be combined with logic subsystem 702
and/or data-holding subsystem 704 in a shared enclosure, or
such display devices may be peripheral display devices.

When included, communication subsystem 710 may be
configured to communicatively couple computing system
700 with one or more other computing devices. Communica-
tion subsystem 710 may include wired and/or wireless com-
munication devices compatible with one or more different
communication protocols. As nonlimiting examples, the
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communication subsystem may be configured for communi-
cation via a wireless telephone network, a wireless local area
network, a wired local area network, a wireless wide area
network, a wired wide area network, etc. In some embodi-
ments, the communication subsystem may allow computing
system 700 to send and/or receive messages to and/or from
other devices via a network such as the Internet.

It is to be understood that the configurations and/or
approaches described herein are exemplary in nature, and that
these specific embodiments or examples are not to be consid-
ered in a limiting sense, because numerous variations are
possible. The specific routines or methods described herein
may represent one or more of any number of processing
strategies. As such, various acts illustrated may be performed
in the sequence illustrated, in other sequences, in parallel, or
in some cases omitted. Likewise, the order of the above-
described processes may be changed.

The subject matter of the present disclosure includes all
novel and nonobvious combinations and subcombinations of
the various processes, systems and configurations, and other
features, functions, acts, and/or properties disclosed herein,
as well as any and all equivalents thereof.

The invention claimed is:

1. A recommendation system, comprising:

a logic subsystem comprising a processor; and

a data-holding subsystem holding instructions executable

by the processor to:

generate for display a list of recommended items to a
user, each recommended item having a different posi-
tion in the list relative to each other recommended
item of the list;

dynamically track a list interaction history of a user, the
list interaction history detailing list attributes of rec-
ommended items with which that user interacts,
wherein the list attributes are independent of content
attributes of such recommended items and wherein a
list attribute of the list attributes describes a position
in the list corresponding to a recommended item;

for each position in the list, calculate a frequency with
which the user interacts with an item in said position
based on the list attribute of the list interaction history;

identify a position which the user has previously dem-
onstrated a greatest frequency of interaction based on
the frequency calculated for each respective position
in the list; and

build a recommendation list with a plurality of candidate
items having different recommendation confidences
such that a candidate item having a highest recom-
mendation confidence is presented in the identified
position.

2. The system of claim 1, wherein the list attributes for each
recommended item comprise one or more of a size of that
item on a user interface, a color of that item on the user
interface, a position of that item on the user interface, and a
font of that item on the user interface.

3. The system of claim 1, wherein the list attributes for each
recommended item comprise a number of columns of a list in
which that item is presented.

4. The system of claim 1, wherein the list attributes for each
recommended item comprise a number of subheadings on a
list in which that item is presented.

5. The system of claim 1, wherein the list attributes for each
recommended item comprise whether that item includes one
or more of a picture and an animation.

6. The system of claim 1, wherein the list attributes for each
recommended item comprise an amount of textual informa-
tion displayed on the user interface along with that item.

10

15

20

25

30

35

40

45

50

55

60

65

10

7. The system of claim 1, wherein the list attributes for each
recommended item comprise a length of a list in which that
item is presented.

8. The system of claim 1, wherein the list attributes for each
recommended item comprise whether that item is from a
“recommended for you™ subgroup, from a “social” subgroup,
or from a “popular” subgroup.

9. The system of claim 1, wherein the recommendation
confidences are determined by a collaborative filter.

10. The system of claim 1, wherein the recommendation
confidences are determined by a features filter.

11. A method of providing recommendations, comprising:

generating for display a list of recommended items to a

user, each recommended item having a different position
in the list relative to each other recommended item of the
list;
dynamically tracking a list interaction history of a user, the
list interaction history detailing list attributes of recom-
mended items with which that user interacts, wherein the
list attributes are independent of content attributes of
such recommended items and wherein a list attribute of
the list attributes describes a position in the list corre-
sponding to a recommended item;
for each position in the list, calculating a frequency with
which the user interacts with an item in said position
based on the list attribute of the list interaction history;

identifying a position which the user has previously dem-
onstrated a greatest frequency of interaction based on
the frequency calculated for each respective position in
the list; and

building a recommendation list with a plurality of candi-

date items having different recommendation confi-
dences such that a candidate item having a highest rec-
ommendation confidence is presented in the identified
position.

12. The method of claim 11, wherein the list attributes for
each recommended item comprise one or more of a size of
that item on a user interface, a position of that item on the user
interface, a color of that item on the user interface, and a font
of that item on the user interface.

13. The method of claim 11, wherein the list attributes for
each recommended item comprise a number of columns of a
list in which that item is presented.

14. The method of claim 11, wherein the list attributes for
each recommended item comprise a number of subheadings
on a list in which that item is presented.

15. The method of claim 11, wherein the list attributes for
each recommended item comprise whether that item includes
one or more of a picture and an animation.

16. The method of claim 11, wherein the list attributes for
each recommended item comprise an amount of textual infor-
mation displayed on the user interface along with that item.

17. The method of claim 11, wherein the list attributes for
each recommended item comprise a length of a list in which
that item is presented.

18. The method of claim 11, wherein the list attributes for
each recommended item comprise whether that item is from
a “recommended for you” subgroup, from a “social” sub-
group, or from a “popular” subgroup.

19. The method of claim 11, wherein the recommendation
confidences are determined by a collaborative filter.

20. The method of claim 11, wherein the recommendation
confidences are determined by a features filter.
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